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Beyond a relay nucleus: neuroimaging views on the human LGN
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Abstract: The lateral geniculate nucleus (LGN) is the thalamic station in the retinocortical projection and has traditionally been viewed as the gateway for sensory information to enter the cortex. Here, we review recent studies of the human LGN that have investigated the retinotopic organization, physiologic response properties, and modulation of neural activity by selective attention and by visual awareness in a binocular rivalry paradigm. In the retinotopy studies, we found that the contralateral visual field was represented with the lower field in the medial-superior portion and the upper field in the lateral-inferior portion of each LGN. The fovea was represented in posterior and superior portions, with increasing eccentricities represented more anteriorly. Functional MRI responses increased monotonically with stimulus contrast in the LGN and in visual cortical areas. In the LGN, the dynamic response range of the contrast function was larger and contrast gain was lower than in the cortex. In our attention studies, we found that directed attention to a spatial location modulated neural activity in the LGN in several ways: it enhanced neural responses to attended stimuli, attenuated responses to ignored stimuli, and increased baseline activity in the absence of visual stimulation. Furthermore, we showed in a binocular rivalry paradigm that neural activity in the LGN correlated strongly with the subjects' reported percepts. The overall view that emerges from these studies is that the human LGN plays a role in perception and cognition far beyond that of a relay nucleus and, rather, needs to be considered as an early gatekeeper in the control of visual attention and awareness.
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Introduction

The lateral geniculate nucleus (LGN) is the thalamic station in the retinocortical projection and has traditionally been viewed as the gateway for sensory information to enter the visual cortex (Jones, 1985; Sherman and Guillery, 2001). Its topographic organization and the response properties of its neurons have been extensively studied in nonhuman primates (e.g., Polyak, 1953; Kaas et al., 1972; Malpeli and Baker, 1975; Connolly and Van Essen, 1984). The LGN is typically organized into six main layers, each of which receives input from either the contra- or ipsilateral eye and contains a retinotopic map of the contralateral hemifield. The four dorsal layers contain small (parvocellular, P) neurons characterized by sustained discharge patterns and low-contrast gain, and the two ventral layers contain large (magnocellular, M) neurons characterized by transient discharge patterns and high-contrast gain (Wiesel
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and Hubel, 1966; Dreher et al., 1976; Creutzfeldt et al., 1979; Shapley et al., 1981; Derrington and Lennie, 1984; Merigan and Maunsell, 1993). In addition to retinal afferents, which constitute only 10% of its overall afferent input, the LGN receives modulatory inputs from multiple sources including striate cortex, the thalamic reticular nucleus (TRN), and the brainstem. The LGN therefore represents the first stage in the visual pathway at which cortical top-down feedback signals could affect visual processing. The functional role of these top-down inputs to the LGN is, however, not well understood (Guillery and Sherman, 2002).

In the human brain, it has proven difficult to study subcortical nuclei because of spatial resolution and signal-to-noise limitations of brain-mapping techniques. Thus, surprisingly little is known about the functional anatomy, physiological response properties, and functional role in perception and cognition of the human LGN. Here, we review a series of studies from our laboratory that utilized optimized neuroimaging techniques at conventional or high resolution to scan the human thalamus. First, we will describe high-resolution fMRI studies on the topographic organization of the LGN and its functional subdivisions into magnocellular and parvocellular parts. Second, we will report its basic response properties to stimulus contrast and flicker rate. Third, we will describe our advances in understanding the role of the LGN in attentional processing, one of the better understood cognitive operations in primates. And fourth, we will report recent studies on neural correlates related to perceptual experiences in binocular rivalry, suggesting an important role of the human LGN in visual awareness and conscious perception. The overall view that emerges from these studies is that the human LGN plays a role in perception and cognition far beyond that of a relay nucleus and, rather, needs to be considered as an early gatekeeper in the control of visual attention and awareness.

We chose to provide an update on the human LGN as a tribute to Lothar Spillmann, because many of the perceptual phenomena that were at the heart of Lothar’s interest and study such as the Hermann grid and the “perceptive fields” (e.g., Spillman, 1971, 1994) can be explained by physiological response properties of retinal and geniculate neurons. Indeed, the lead author of this chapter first met Lothar in Freiburg over a discussion on neurophysiological correlates of simultaneous color contrast in LGN neurons, her graduate work at the time conducted with Otto Creutzfeldt in Gottingen (Creutzfeldt et al., 1991; Kastner et al., 1992).

### Retinotopic organization

The topographic organization of the LGN has been studied extensively in macaques, using anatomical (Brouwer and Zeemann, 1926), physiological (Kaas et al., 1972; Malpeli and Baker, 1975; Connolly and Van Essen, 1984; Malpeli et al., 1996; Erwin et al., 1999), and lesion techniques (Clark and Penman, 1934). These studies have shown that the contralateral visual hemifield is represented in the LGN with the horizontal meridian dividing the structure into a superior and medial half representing the lower visual field and an inferior and lateral half representing the upper visual field. The fovea is represented medially in the posterior pole of the nucleus, whereas more peripheral visual field representations are located more anteriorly and laterally (Malpeli and Baker, 1975).

In the human LGN, anatomical studies have revealed a similar organization compared to the macaque LGN in terms of laminar patterns. The layout of the representation of the visual field, however, is less well understood because its study has been restricted to postmortem anatomical analyses of degeneration patterns following retinal or cortical lesions (Rönne, 1910; Juba and Szatmári, 1937; Kupfer, 1962; Hickey and Guillery, 1979). In one neuroimaging study, a retinotopic organization was suggested by demonstrating distinct and inverted activations associated with stimulation of the upper and lower visual hemifields in the inferior and superior parts of the LGN, respectively (Chen et al., 1999). We used high-resolution (1.5 x 1.5 x 2 mm³) fMRI at 3T to derive a detailed account of the retinotopic organization of the human LGN, including estimates of the eccentricity magnification factor (Schneider et al., 2004). Representations of polar
angle and eccentricity were measured within the central 15° of the visual field.

**Polar-angle maps**

The polar-angle component of the retinotopic map in the LGN was determined by using a smoothly rotating, flickering hemifield checkerboard stimulus. The checkerboard stimulus rotated counterclockwise about a central fixation point, at which subjects were instructed to maintain fixation throughout the presentation, and swept through the visual field with a period of 32 s, thereby evoking waves of activation in neurons whose receptive fields (RFs) they passed. With this stimulus, bilateral activations were found in the posterior thalamus, in the anatomical location of the human LGN, in all the seven subjects tested. These activations were strictly confined to stimulation of the contralateral hemifield in each LGN. Individual activation maps are shown for two representative subjects (S1 and S2) in the left and right columns of Fig. 1. The activation maps, overlaid on structural scans (shown in the central panel), are displayed in 15 × 12 mm² windows for five contiguous brain slices. The color given to each voxel was determined by the phase of its response and represents the region of the visual field to which the voxel was most responsive, as indicated in the color legend at the top of each column. Regions of the upper visual field are indicated in red-yellow, regions along the horizontal meridian in green, and regions of the lower visual field in blue. In the coronal plane, the representation of the horizontal meridian was oriented at an approximately 45° angle, dividing the lower visual field,
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represented in the medial-superior section of the LGN, and the upper visual field, represented in the lateral-inferior section. Although the extent of activations varied somewhat among subjects, the overall pattern of retinotopic polar-angle organization was consistent among them.

**Eccentricity maps**

Eccentricity maps were measured in response to an expanding or contracting flickering checkerboard ring stimulus. The expanding ring stimulus consisted of an annulus with thickness equal to half of the radius of the visual display that expanded from the fixation point. The annulus increased in eccentricity (i.e., the distance from fixation) and wrapped around to the center once it reached the outer edge of the display, while subjects maintained fixation throughout the presentation. This stimulus activated the LGN bilaterally in all subjects ($N = 7$). Eccentricity maps are shown for the same subjects and in register with the polar-angle retinotopic maps in Fig. 1 (far away columns to the right and left). The color code, as indicated by the legend at the top of each column, indicates the region of the visual field to which each voxel was most responsive. Voxels representing the central 5° are indicated in dark to light blue; those representing 5°–10° in cyan to green to yellow; and those representing the peripheral 10°–15° in orange to red. The central 5° were represented mainly in the posterior portion of the LGN; in more anterior planes, the representation of the central 5° was confined to superior sections. More peripheral representations of the visual field were systematically arranged in anterior and inferior regions of the nucleus. As with the polar angle maps, the organization of the eccentricity maps was consistent across subjects.

Taken together, polar angle and eccentricity maps found in the human LGN indicate striking similarities in topographic organization compared to that reported in the macaque, as outlined above.

**Eccentricity magnification factor**

As in other visual areas, more LGN neurons are devoted to the representation of the fovea than to an equivalent area of the visual periphery. This distortion can be parameterized by an eccentricity magnification factor (Talbot and Marshall, 1941; Daniel and Whitteridge, 1961), which has been measured using a number of techniques in the macaque LGN and in both macaque and human V1. In the human brain, the eccentricity magnification factor for the LGN is unknown. We estimated this magnification factor on the basis of a volumetric analysis of the data obtained with eccentricity mapping. The cumulative volumes of the right and left LGNs were plotted as a function of eccentricity, as shown for three representative subjects (S1, S2, and S6) and the group (S1–S7) in Fig. 2. The cumulative volume functions were similarly shaped among the subjects, though differing in slope and extent. For many of the subjects, the cumulative volume function was steep and nearly linear for the initial 2°–5° of the eccentricity, after which the slope abruptly became shallower. A similar broken function has been observed in mac-

![Fig. 2. Eccentricity magnification factor in the LGN. Eccentricity magnification factors for three representative subjects (S1, S2, S6) in each LGN are shown, computed on the basis of the phase responses of voxels activated by the expanding ring stimulus (see Fig. 1). The cumulative volume representing the area of the visual field from the fixation point to an eccentricity of $r$ or less was fit to the integral of the magnification function $M(r) = 4(r + 0.52)^{-2.43}$ over the area of the visual hemifield (see Schneider et al., 2004 for more details). The fits for each LGN in each of the seven subjects are superimposed in the bottom right panel, along with the mean cumulative volume function fit for all subjects, which was $M(r) = 46.6(r + 0.52)^{-2.43}$. (From Schneider et al., 2004, with permission.]

aque visual cortex, where the RFs are nearly constant within the foveal 5° and begin to increase rapidly thereafter (Van Essen et al., 1984).

We then compared our estimate of the eccentricity magnification factor found in the group of seven subjects (see Fig. 2) with those obtained in macaque LGN and V1 reported in the literature. This comparison indicated a relative over-representation of the fovea in the human LGN as compared to the macaque LGN (see Fig. 6 in Schneider et al., 2004). We also compared our estimates for the human LGN with measurements of the magnification factor in human V1 that were obtained with different techniques including visually evoked potentials, fMRI, and phosphenes evoked by migraines or electrical stimulation. This comparison revealed that our estimates were similar to those obtained for human V1 (see Fig. 6 in Schneider et al., 2004). In the macaque, it is an open question whether the relative representation of the fovea expands progressively from the retina through the LGN and V1 (Malpeli and Baker, 1975; Myerson et al., 1977; Connolly and Van Essen, 1984; Van Essen et al., 1984; Perry and Cowey, 1985; Azzopardi and Cowey, 1996), or is preserved throughout the visual hierarchy with no additional magnification present at the level of the LGN or V1 (Webb and Kaas, 1976; Schein and de Monasterio, 1987; Wässle et al., 1989, 1990; Malpeli et al., 1996). In humans, our results of similar estimates of the magnification factor in LGN and V1 support the latter notion.

Magno- and parvocellular subdivisions

The spatial resolution of our imaging technique did not permit a dissociation of the parvocellular (P) and magnocellular (M) layers of the LGN. However, we attempted to dissociate the P- and M- subdivisions based upon two criteria: their anatomical locations and differences in functional properties, particularly in response sensitivity to stimulus contrast. On the basis of the anatomy, we expected M parts of the LGN to be located medially, inferiorly, and posteriorly. Typically, the M layers are flat and located on the inferior surface of the LGN, but particularly in the posterior planes, the LGN is oriented at an angle such that the M layers are located medially. Further, the LGN often exhibits folding such that the M layers would be located in the interior of the structure (Hickey and Guillery, 1979; Andrews et al., 1997). On the basis of the physiology, we expected that M cells should respond more sensitively to stimulus contrast than P cells. In single-cell recording studies, it has been shown that P cells are typically not responsive to contrast stimuli lower than 10% and have a 10-fold lower contrast gain than M cells, which typically respond to contrast stimuli as low as 2% (Shapley et al., 1981; Lee et al., 1989; Sclar, 1990). Therefore, we assumed that the M subdivision could be identified by two functional criteria: high sensitivity in response to a low-contrast stimulus, and small or no differences in responses to a low- and a high-contrast stimulus.

To identify P and M subdivisions of the LGN, flickering checkerboard stimuli of low (10%) and high (100%) luminance contrast were used presented in alternation to the right and left hemifields, while subjects maintained fixation at a central fixation point. We assumed that the high-contrast stimulus activated both the P and the M parts of the LGN, and its evoked activity was used to define a region of interest (ROI) encompassing both. Activation maps from two representative subjects (S1 and S6) are shown in Fig. 3A. The activations in the right and left LGNs evoked by the low- and high-contrast stimuli are displayed, similar to the format used in Fig. 1, on four sequential brain slices for each LGN. Activations evoked by the high-contrast stimulus are shown in the left column of each pair. Next, we identified the regions within this ROI that were most responsive to the low-contrast stimulus, and therefore were candidate areas to contain the M subdivision. The voxels activated by the low-contrast stimulus, shown in the right column of each pair in Fig. 3A, constituted a subset of the voxels activated by the high-contrast stimulus. The voxels most responsive to the low-contrast stimulus formed clusters that varied among the subjects in location relative to the activations evoked by the high-contrast stimulus.

In addition to response sensitivity to low-contrast stimuli, the second criterion that we employed to
identify the M subdivisions was that the responses of M voxels evoked by the low-contrast stimulus should be nearly saturated and marginally different from the responses evoked by the high-contrast stimulus, whereas P voxels should exhibit larger differences in response to the two contrast stimuli. Therefore, we analyzed the contrast modulation for those voxels that were reliably activated by both the low- and the high-contrast stimuli and plotted the averaged response amplitudes evoked by the two stimuli (Fig. 3B). A high correlation is evident, such that for each voxel, the larger the amplitude evoked by the high-contrast stimulus, the larger is the amplitude tended to be evoked by the low-contrast stimulus \( (r = 0.59, p = 7.3 \times 10^{-27}) \). The linear regression line has a slope of 0.22, but the population is distributed, including voxels clustered around the unity slope line, which indicates equality in the amplitudes evoked by the two contrast stimuli (see Fig. 3B). To quantify the response modulation, we calculated a contrast modulation index (CMI) for each voxel, defined as \( (A_{100\%} - A_{10\%})/(A_{100\%} + A_{10\%}) \).
where $A_{100\%}$ and $A_{10\%}$ are the response amplitudes evoked by the 100% and 10% contrast stimuli, respectively. Voxels with CMI values near 0 were weakly modulated by the increase from low to high stimulus contrast, and those voxels with CMI near 1 were strongly modulated. The distribution of the CMIs is shown in Fig. 3C. The proportion of voxels with CMIs < 0.25 are indicated by open circle symbols in Fig. 3B and are bordered with white lines in Fig. 3A. We found that 16.7% of all voxels activated by the high-contrast stimulus fulfilled both criteria, exhibiting significant responses to the low-contrast stimulus and exhibiting contrast saturation (CMI < 0.25). These are the most likely candidates for voxels dominated by M responses. Although the anatomical locations of these voxels varied, when clustered, they tended to be located medially and/or posteriorly, as expected from the anatomical location of the M layers. This is also the case for the two subjects shown in Fig. 3A. In human anatomical studies, it has been shown that 19–28% of the LGN volume is occupied by the M layers (Andrews et al., 1997), which is similar to the proportion of LGN voxels identified as potential M voxel candidates using our functional criteria. It should be noted that our estimate depended on the choice of the activation and contrast modulation thresholds. Future studies using additional functional criteria will be necessary to further characterize the functional subdivisions within the human LGN.

**Basic physiological response properties**

Physiological response properties of LGN neurons have been extensively studied in nonhuman primates (for reviews see Jones, 1985; Sherman and Guillery, 2001). For example, P cells are characterized by sustained discharge patterns, sensitivity to color, and low-contrast gain, and M cells are characterized by transient discharge patterns and high-contrast gain (Wiesel and Hubel, 1966; Dreher et al., 1976; Creutzfeldt et al., 1979; Shapley et al., 1981; Merigan and Maunsell, 1993). In the series of studies reviewed in this section (Kastner et al., 2004), we investigated basic physiological response properties of the human LGN, specifically responses as a function of stimulus contrast and flicker reversal rate. Collective responses of neural populations in the LGN including both P and M parts were compared with population responses obtained in visual cortical areas.

**Responses to stimulus contrast**

To measure responses to stimulus contrast in the LGN and visual cortex, checkerboard stimuli with a constant flicker reversal rate of 7.5 Hz encompassing the central 12° of the visual field were presented in alternation to either the left or the right visual hemifield at six different contrast levels ranging from 4 to 100%. Subjects were instructed to maintain fixation at a central cross throughout the presentations. Time series of fMRI signals evoked by checkerboard stimuli presented at 4, 9, 35, and 100% contrast, averaged across scans and subjects ($N = 6$), are presented for the LGN, V1, V4, and medial temporal area (MT) in Fig. 4A.

In the LGN and visual cortical areas except MT, fMRI responses increased monotonically but nonlinearly as a function of stimulus contrast. In the LGN, responses to stimulus contrast less than 10% amounted to 41% of the maximum response. In visual cortex, an even greater sensitivity to low-contrast stimulus was seen. In areas V1 and V4, responses to the lowest contrast stimulus tested (4%) evoked 62% of the maximum response. In area MT, responses were saturated at the lowest contrast level (Fig. 4A). These findings confirmed previous single-cell physiology and neuroimaging studies (Dean, 1981; Tolhurst et al., 1981; Albrecht and Hamilton, 1982; Sclar et al., 1990; Cheng et al., 1994; Tootell et al., 1995; Boynton et al., 1996; Carandini and Ferster, 1997; Logothetis et al., 2001; Avidan et al., 2002). In the LGN, populations of neurons with different contrast sensitivities contributed to the collective responses measured with fMRI. As discussed in the last section, P cells are typically not responsive to contrast stimuli lower than 10% and have a 10-fold lower contrast gain than M cells, which typically respond to contrast stimuli as low as 2% (Shapley et al., 1981; Lee et al., 1989; Sclar, 1990). Our previous results (Schneider et al., 2004) demonstrated response saturation in the M subdivision of the LGN with contrast stimuli of 10%, suggesting
Fig. 4. Modulation by stimulus contrast (A) and flicker reversal rate (B): fMRI signals in LGN, V1, V4, and MT. Time series of fMRI signals in response to varying contrast (A) and flicker reversal rate (B) averaged over all subjects (N = 6) and scans. Data were combined across left and right hemispheres. (A) In the LGN, V1, and V4, responses increased monotonically with stimulus contrast. In MT, responses were saturated at the lowest contrast tested when stimuli were presented at increasing contrast levels. (B) In all areas, the 0.5 Hz stimulus evoked significantly smaller responses than the 20 Hz stimulus. In the LGN and in V1 responses evoked by the 7.5 Hz stimulus and the 20 Hz stimulus were similar, whereas in V4 and MT responses evoked by the 0.5 Hz stimulus and 7.5 Hz stimulus were similar. (From Kastner et al., 2004 with permission.)

high-contrast sensitivity for the magnocellular stream in the human visual system. Therefore, the relatively small LGN responses in the low-contrast range (< 10%) may be attributed to a dominant influence from P cells, which outnumber M cells several times in the LGN (Dreher et al., 1976; Perry et al., 1984; Andrews et al., 1997).

Responses of the LGN as a function of stimulus contrast differed in several respects from cortical contrast response functions (CRFs). First, responses in the LGN were evoked by a wider range of contrast stimuli, i.e., the dynamic range of the CRF was larger (Fig. 4A). In cortical areas, CRFs were steeper and saturated more readily, thereby reducing the dynamic range of the contrast functions. These results are in agreement with single-cell physiology studies (Sclar, 1990) and suggest that neural populations in the LGN can provide information about changes in contrast over a wider range than in cortex. Second, the contrast gain in LGN was lower than in cortical areas, as indicated by a steeper slope and a leftward shift of cortical CRFs along the contrast axis (Fig. 4A; see Fig. 4 in Kastner et al., 2004). In inactivation studies, it has been shown that cooling of V1 leads to decreases of contrast gain in LGN neurons suggesting that contrast gain in the LGN is controlled by cortical mechanisms that are mediated via corticofugal pathways (Przybyszewski et al., 2000). And third, LGN and V1 were significantly less sensitive to low luminance contrast than extrastriate cortex. A gradual increase of sensitivity to low luminance contrast was obtained from early to intermediate processing levels of the visual system (see also Avidan et al., 2002). These differences in contrast sensitivity may be attributed to the increasing receptive field size of neurons across visual cortex. For example, a neuron in area MT may receive inputs from as many as 10,000 M cells, which would increase its contrast sensitivity due to summation of inputs (Sclar, 1990). Similarly, the larger contrast sensitivity of M cells relative to P cells has been attributed to the larger receptive field sizes of M cells (Lennie et al., 1990).

Responses to flicker reversal rate

To measure responses to flicker reversal rate in the LGN and visual cortex, checkerboard stimuli with a constant contrast of 100% encompassing the central 12° of the visual field were presented in alternation to either the left or the right visual hemifield at three different rates: 0.5, 7.5, and 20 Hz. Subjects were instructed to maintain fixation at a central cross throughout the presentations. Time series of fMRI signals evoked by the stimuli presented at different flicker rates, averaged across sessions and subjects, are shown for the LGN, V1, V4, and MT in Fig. 4B. Differences in flicker rate modulated fMRI signals evoked by the checkerboard stimuli in the LGN and in cortical areas. In all areas, the 0.5 Hz stimulus evoked a significantly
smaller response than the 20 Hz stimulus (Fig. 4B). However, the response evoked by the 0.5 Hz stimulus was surprisingly strong and totaled about 80% of the response elicited by the 20 Hz stimulus in the LGN and in cortical areas other than MT (Fig. 4B). In MT, the 0.5 Hz stimulus was only 62% (±7% S.E.M.) of the response evoked by the 20 Hz stimulus and elicited a significantly smaller response than in the other areas. In the LGN and in V1, the 7.5 and 20 Hz stimuli evoked similar responses that were significantly stronger than the response to the 0.5 Hz stimulus (Fig. 4B). In extrastriate areas V4 and MT, on the other hand, the 0.5 and 7.5 Hz stimuli evoked similar responses that were significantly smaller than the ones evoked by the 20 Hz stimulus (Fig. 4B). These results suggest that the LGN and V1 respond most sensitively to changes in flicker rate in the 0.5–7.5 Hz range. Extrastriate areas V4 and MT, on the other hand, appear most sensitively within the frequency range of 7.5–20 Hz.

In the macaque monkey, P-LGN neurons have been found to respond most to stimuli at temporal frequencies close to 10 Hz, and M-LGN neurons to stimuli at frequencies close to 20 Hz (Hicks et al., 1983; Derrington et al., 1984; Merigan and Maunsell, 1990, 1993). Further, it was shown that P cells still responded to stimuli lower than 1 Hz, whereas such stimuli did not evoke responses in M cells (Hicks et al., 1983). Our results suggest that LGN responses evoked by the lowest frequency stimulus may be attributed to a predominant parvocellular influence. The low spatial frequency of the checkerboard stimulus presumably favored the activation of P cells, which, unlike M cells, do not show response attenuation at low spatial frequency (Enroth-Cugell et al., 1983; Hicks et al., 1983). In area MT, the relatively small responses evoked by the lowest frequency stimulus and the response preference in the high-frequency range are consistent with the notion that this area receives a dominant magnocellular input. Neurons in areas V1, V2, and V3 have been shown to respond optimally to temporal frequencies between 3 and 6 Hz (Foster et al., 1985; Levitt et al., 1994; Gegenfurtner et al., 1997). Despite significant differences in visual stimuli and methods to estimate neural activity, our finding of peak responses at temporal frequencies around 4 Hz (i.e., 7.5 Hz reversal rate) in these early cortical areas is in remarkable agreement with the results from single-cell physiology.

Finally, these results can also be related to psychophysical data. At spatial frequencies around 1 cycle/deg, contrast detection curves peak at temporal frequencies of about 3 Hz (Kelly, 1979). Thus, neural responses in the LGN and V1 with peak sensitivity around 4 Hz might predict psychophysical temporal frequency functions better than neural responses in extrastriate cortex with peak sensitivity at higher frequencies. However, studies using a combination of fMRI and psychophysics in the same subjects will be needed to test this idea further.

**Attentional response modulation**

Thus far, we have reported evidence that fMRI can be effectively used to study the functional topography and basic response properties of thalamic nuclei such as the LGN. Because the LGN represents the first stage in the visual pathway at which cortical top-down feedback signals could affect information processing, we took another step and investigated the functional role of the human LGN in a cognitive operation, which has been well defined at the neural level in visual cortex, selective visual attention.

At the cortical level, selective attention has been shown to affect visual processing in (at least) three different ways. First, neural responses to attended visual stimuli are enhanced relative to the same stimuli when unattended (attentional enhancement; e.g., Moran and Desimone, 1985; Corbetta et al., 1990). Second, neural responses to unattended stimuli are attenuated depending on the load of attentional resources engaged elsewhere (attentional suppression; Rees et al., 1997). And third, directing attention to a location in the absence of visual stimulation and in anticipation of the stimulus onset increases neural baseline activity (attention-related baseline increases; Luck et al., 1997; Kastner et al., 1999).

It has been proven difficult to study attentional response modulation in the LGN using single-cell physiology due to the small RF sizes of LGN
neurons and the possible confound of small eye movements. Several single-cell physiology studies have failed to demonstrate attentional modulation in the LGN supporting a notion that selective attention affects neural processing only at the cortical level (e.g., Mehta et al., 2000). We revisited the role of the LGN in attentional processing using fMRI in humans (O’Connor et al., 2002; Kastner, 2004a, b). Functional MRI measures neural activity at a population level that might be better suited to uncover large-scale modulatory activity. Small modulatory effects that cannot be reliably found by measuring neural activity at the single-cell or multi-unit level may be revealed when summed across large populations of neurons. We investigated the three effects of selective attention demonstrated previously at the cortical level in a series of three experiments, which were designed to optimally activate the human LGN. Flickering checkerboard stimuli of high or low contrast were used in all experiments, which activated the LGN (Chen et al., 1999) and areas in visual cortex, including V1, V2, ventral and dorsal V3, V4, TEO, V3A, and MT/MST (referred to as MT), as determined on the basis of retinotopic mapping (Sereno et al., 1995; Kastner et al., 2001).

Attention effects of target enhancement, distracter suppression, and increases of baseline activity

To investigate attentional response enhancement in the LGN, checkerboard stimuli were presented to the left or right hemifield, while subjects directed attention to the stimulus (attended condition) or away from the stimulus (unattended condition). In the unattended condition, attention was directed away from the stimulus by having subjects count letters at fixation. The letter counting task ensured proper fixation and prevented subjects from covertly attending to the checkerboard stimuli (Kastner et al., 1998). In the attended condition, subjects were instructed to covertly direct attention to the checkerboard stimulus and to detect luminance changes that occurred randomly in time at 10° eccentricity. In our statistical model, stimulation of the left visual hemifield was contrasted with stimulation of the right visual hemifield. Therefore, the analysis was restricted to voxels activated by the peripheral checkerboard stimuli and excluded foveal stimulus representations. Relative to the unattended condition, the neural activity evoked by both the high-contrast stimulus and the low-contrast stimulus increased significantly in the attended condition (Fig. 5A). The attentional response enhancement was shown to be spatially specific. These results suggest that attention facilitates visual processing in the LGN by enhancing neural responses to an attended stimulus relative to those evoked by the same stimulus when ignored.

To investigate attentional-load-dependent suppression in the LGN, high- and low-contrast checkerboard stimuli were presented to the left or right hemifield while subjects performed either an easy attention task or a hard attention task at fixation and ignored the peripheral checkerboard stimuli. During the easy attention task, subjects counted infrequent, brief color changes of the fixation cross. During the hard attention task, subjects counted letters at fixation. Behavioral performance was 99% correct on average in the easy attention task and 54% in the hard attention task, thus indicating the differences in attentional demands. Relative to the easy task condition, neural activity evoked by the high- and low-contrast stimuli decreased significantly in the hard task condition (Fig. 5B). This finding suggests that neural activity evoked by ignored stimuli was attenuated in the LGN depending on the load of attentional resources engaged elsewhere.

To investigate attention-related baseline increases in the LGN, subjects were cued to covertly direct attention to the periphery of the left or right visual hemifield and to expect the onset of the stimulus. The expectation period was followed by attended presentations of a high-contrast checkerboard stimulus during which subjects counted the occurrence of luminance changes. During the expectation period, fMRI signals increased significantly relative to the preceding blank period in which subjects were fixating but not directing attention to the periphery. Because the visual input, a gray blank screen, was identical in both conditions, the increase in baseline activity appeared to be related to directed attention and may be interpreted as a bias in favor of the attended location.
The baseline increase was followed by a further response increase evoked by the visual stimuli (Fig. 5C). It is important to note that, because of our statistical model, the increase in baseline activity was not related to the cue, which was presented at fixation. This finding suggests that neural activity in the LGN can be affected by attention-related top-down signals even in the absence of any visual stimulation whatsoever.

In summary, these studies indicate that selective attention modulates neural activity in the LGN by enhancing neural responses to attended stimuli, by attenuating those to ignored stimuli, and by increasing baseline activity in the absence of visual stimulation.

**Comparison of attention effects in the LGN and the visual cortex**

At the cortical level, qualitatively similar effects of attention were found, as shown in the time series of fMRI signals averaged across all activated areas in visual cortex, i.e., areas V1, V2, V3, V4, TEO, V3A, and MT (Figs. 5D–F). The attention effects found at the thalamic and at the cortical level were compared by normalizing the mean fMRI signals evoked in the LGN and in each activated cortical area and by computing index values for each attention effect and each area, which are measures of the magnitude of a given attention effect. This analysis is shown in Fig. 6; larger index values...
Fig. 6. Attentional response modulation in the LGN and in visual cortex. Attention effects that were obtained in the experiments presented in Fig. 1 were quantified by defining several indices: (A) attentional enhancement index (AEI), (B) attentional suppression index (ASI), (C) baseline modulation index (BMI). For all indices, larger values indicate larger effects of attention. Index values were computed for each subject based on normalized and averaged signals obtained in the different attention conditions and are presented as averaged index values from four subjects (for index definitions, see O'Connor et al., 2002). In visual cortex, attention effects increased from early to later processing stages. Attention effects in the LGN were larger than in V1. Vertical bars indicate S.E.M. across subjects. (From O'Connor et al., 2002, with permission.)

indicate larger effects of attention. It should be noted that index values cannot be easily compared across attention effects due to differences in index definitions and attention tasks. In accordance with previous findings (Kastner et al., 1998; Martinez et al., 1999; Mehta et al., 2000; Cook and Maunsell, 2002), the magnitude of all attention effects increased from early to more advanced processing levels along both the ventral and dorsal pathways of visual cortex (Figs. 6A–C). This is consistent with the idea that attention operates through topdown signals that are transmitted via corticocortical feedback connections in a hierarchical fashion. Thereby, areas at advanced levels of visual cortical processing are more strongly controlled by attention mechanisms than are early processing levels. This idea is supported by single-cell recording studies, which have shown that attention effects in area TE of inferior temporal cortex have a latency of approximately 150 ms (Chelazzi et al., 1998), whereas attention effects in V1 have a longer latency of approximately 230 ms (Roelfsema et al., 1998). According to this account, one would predict smaller attention effects in the LGN than in striate cortex. Surprisingly, it was found that all attention effects tended to be larger in the LGN than in striate cortex (Figs. 6A–C). This finding suggests that attentional response modulation in the LGN is unlikely to be due solely to corticothalamic feedback from striate cortex, but may be further influenced by additional sources of input (see below). Other possibilities that may explain the differences in magnitude of the modulation between the LGN and V1 include regional disparities underlying the blood oxygenation level-dependent signal or nonlinearities in thalamocortical signal transmission. Further, it is possible that differences in strength of attention effects at different processing stages may reflect the degree to which multiple parallel inputs converge on a given area rather than a feedback mechanism that reverses the processing hierarchy.

Sources of modulatory influences on the LGN

The findings reviewed thus far challenge the classical notion that attention effects are confined to cortical processing. Further, they suggest the need to revise the traditional view of the LGN as a mere gateway to the visual cortex. In fact, due to its afferent input, the LGN may be in an ideal strategic position to serve as an early “gatekeeper” in attentional gain control. In addition to corticothalamic feedback projections from V1, which comprise about 30% of its modulatory input, the
LGN receives another 30% of modulatory inputs from the TRN (Sherman and Guillery, 2002). For several reasons, the TRN has long been implicated in experimental accounts of selective attention (Crick, 1984). First, all feed-forward projections from the thalamus to the cortex as well as their reverse projections pass through the TRN. Second, the TRN receives not only inputs from the LGN and V1, but also from several extrastriate areas and the pulvinar. Thereby, it may serve as a node where several cortical areas and thalamic nuclei of the visual system can interact to modulate thalamocortical transmission through inhibitory connections to LGN neurons (Guillery et al., 1998). And third, the TRN contains topographically organized representations of the visual field and can thereby modulate thalamocortical or corticothalamic transmission in spatially specific ways. Similarly, all corticofugal projections are organized in topographic order. Other modulatory influences on the LGN stem from the parabrachial nucleus of the brainstem. These cholinergic projections, another 30% of the modulatory input to the LGN, are more diffusely organized (Erisir et al., 1997), which makes a possible role in spatially selective attention more difficult to account for.

In summary, the LGN appears to be the first stage in the processing of visual information that is modulated by attentional top-down signals. Much remains to be learnt about the complex thalamic circuitry that may subserve attentional functions related to the control of neural gain in the LGN.

Neural correlates of visual awareness

Given the modulation of LGN activity by selective attention, we considered the possibility that the LGN may play a functional role in visual awareness. An ideal paradigm to study the neural basis underlying visual awareness is binocular rivalry. In binocular rivalry, the input from the two eyes cannot be fused to a single, coherent percept. Rivalry can be induced experimentally by simultaneously presenting dissimilar stimuli to the two eyes, such as a vertical and a horizontal grating. Rather than being perceived as a merged plaid, the two stimuli compete for perceptual dominance such that subjects perceive only one stimulus at a time while the other is suppressed from visual awareness (Levelt, 1965; Blake, 1989). Since the subjects' perceptual experiences change over time while the retinal stimulus remains constant, binocular rivalry provides an intriguing paradigm to study the neural basis of visual awareness (Crick and Koch, 1998).

Neural correlates of binocular rivalry in striate and extrastriate cortex

The neural mechanisms underlying binocular rivalry have been much debated. Single-cell physiology studies in monkeys trained to report their perceptual experiences during rivalry have identified neural correlates of binocular rivalry mainly in higher order visual areas (Sheinberg and Logothetis, 1997). Responses of about 90% of neurons in inferior temporal cortex increased when the neuron's preferred stimulus was perceived during rivalry, whereas only about 40% of neurons in areas V4 and MT showed such response enhancement, and even fewer in early visual areas V1 and V2 (Logothetis and Schall, 1989; Leopold and Logothetis, 1996). From these findings, it was concluded that binocular rivalry is mediated by competitive interactions between binocular neural populations representing the two stimuli at multiple stages of visual processing subsequent to the convergence of the input from the two eyes in V1 (pattern competition account). Alternatively, it has been suggested that binocular rivalry reflects competition between monocular channels either at the level of V1 or the LGN and is mediated by mutual inhibition and reciprocal feedback suppressing the input from one eye (Blake, 1989; Lehky and Blake, 1991). This interocular competition account has recently been supported by fMRI studies showing signal fluctuations correlated with subjects' perceptual experiences in area V1 (Polonsky et al., 2000) and more importantly in the monocular V1 neurons representing the blind spot (Tong and Engel, 2001). Given its anatomical organization and afferent projections, the LGN has often been considered as a possible site of suppression in accounts of interocular competition (Lehky, 1988; Lehky and Blake, 1991). However, single-cell
recording studies in the LGN of awake monkeys viewing rivalrous stimuli did not find evidence to support this hypothesis (Lehky and Maunsell, 1996). We recently investigated the functional role of the human LGN in binocular rivalry using fMRI in subjects viewing dichoptically presented contrast-modulated grating stimuli (Wunderlich et al., 2005).

Modulation of LGN activity during binocular rivalry

In the rivalry experiment, superimposed sinusoidal gratings were viewed through red/green filter glasses; a high-contrast, green, horizontal grating was presented to one eye and a low-contrast, red, vertical grating was presented to the other eye. The gratings filled an annular aperture centered at a fixation point and reversed contrast to minimize adaptation. Their orthogonal orientations prevented the two gratings from being fused and induced rivalrous perceptual oscillations between them. Subjects \( (N = 5) \) maintained fixation and reported which grating was perceived by pressing a button; periods of mixed “piecemeal” percepts of the two stimuli were indicated with a third button. The same subjects also participated in a consecutive scanning session, the physical alternation experiment, in which sequential monocular presentations of the same grating stimuli were used to produce similar perceptual but different physical stimulation than during rivalry. The low- or high-contrast gratings were presented to one eye while a uniform field was presented to the other eye using the identical temporal sequence of stimulus alternations reported by the same subject in the rivalry experiment. During these physical alternations, subjects maintained fixation and pressed buttons to indicate which grating they viewed.

In the rivalry experiment, subjects experienced vigorous perceptual alternations between the horizontal high-contrast and the vertical low-contrast gratings. The perceptual durations were random and distributed according to a gamma-shaped function for both stimuli, as typically found in rivalry studies (Levée, 1965). In accordance with classical findings (Levée, 1965), the perceptually more salient high-contrast grating was perceived significantly longer than the low-contrast grating. In the group of subjects, the high-contrast stimulus was perceived on average for \( 5.1 \pm 0.09 \) s (mean±S.E.M.) compared to \( 3.1 \pm 0.09 \) s for the low-contrast stimulus \( (p<0.001) \).

In the LGN and V1, fMRI signals increase monotonically with stimulus contrast. Reliable fMRI signals are typically evoked by stimuli of more than 10% contrast, and signal saturation occurs with stimuli of more than 35% contrast (Boynton et al., 1996; Kastner et al., 2004; Schneider and Kastner, 2005). Therefore, the different fMRI signal amplitudes evoked by low- and high-contrast stimuli can be used as a “neural signature” of the LGN and V1 populations representing these stimuli, as previously shown for physical and rivalrous alternations of contrast-modulated gratings in V1 (Polonsky et al., 2000). In the physical alternation experiment, we expected fMRI signals to increase when the high-contrast gratings were shown monocularly and to decrease when the low-contrast gratings were presented. Further, we reasoned that, if the subjects’ perceptual experiences during rivalry were reflected in fMRI signals, signal fluctuations similar to those obtained during physical alternations should occur in relation to the reported percepts despite the unchanging retinal stimulation.

Functional MRI signals in the LGN and V1 fluctuated while subjects perceived the rivalrous grating stimuli. The signals increased when subjects reported perceiving the high-contrast grating and decreased when they reported perceiving the low-contrast stimulus. To analyze the fMRI time series obtained in the rivalry experiment in relation to subjects’ behavioral responses, an event-related analysis was performed for the LGN and V1 of each subject. Mean fMRI signals were derived by averaging the fMRI time series across all events of a reported switch to the high-contrast grating and, separately, across all events of a reported switch to the low-contrast grating. The events were time-locked to the subjects’ manual responses and spanned a period of 4 s before and 9 s after each response, and the amplitude at the time of the response was subtracted to align the time series to 0. The mean fMRI signals were then averaged across subjects and are presented as group data \( (N = 5) \)
for the LGN and V1 in Fig. 7. Although both gratings were constantly present during rivalry, the fMRI signals in both LGN and V1 increased shortly after switches to the percept of the high-contrast grating (black lines) and decreased when the percept changed to the low-contrast grating (gray lines). Activity related to the percept of the high-contrast grating was significantly different from that related to the percept of the low-contrast grating in the LGN panel (Fig. 7) and in the V1 panel (Fig. 7) (one-tailed t-test, *p < .05; **p < .01; ***p < .001 in Fig. 7). A strikingly similar pattern of responses was found in the LGN and V1 in the physical alternation condition (Figs. 7). Importantly, in both the LGN and V1, the magnitude and dispersion of fMRI signals evoked during rivalry were correlated with the duration of the subjects’ perceptual experience suggesting that neural activity at the earliest stages of visual processing reflect both the content and duration of the percept and is therefore closely linked to visual awareness during binocular rivalry.

**Possible neural mechanisms underlying binocular rivalry in the LGN**

Advocates of interocular competition accounts have considered the LGN as a possible site at which the invisible stimulus is suppressed during binocular rivalry. Neurons in the LGN are exclusively monocular, with inputs from each eye segregated into separate layers. These adjacent laminae form an ideal substrate for inhibitory interactions between the two eyes, which would allow the signal from one eye to be selectively suppressed. Binocular interactions, predominantly inhibitory, have been widely reported in both monkey (Rodieck and Dreher, 1979; Marrocco and McClurkin, 1979; Schroeder et al., 1990) and cat LGN (Singer, 1970; Sanderson et al., 1971; Schmielau and Singer, 1977; Pape and Eysel, 1986; Varela and Singer, 1987; Sengpiel et al., 1995) and might provide a neural substrate in producing rivalry. These inhibitory interactions may be mediated by several anatomical pathways including interneurons extending between LGN layers, corticogeniculate feedback from striate cortex, or modulatory input from the TRN, as discussed above. One possibility is that feedback from binocular neurons in layer 6 of V1 (Lund and Boothe, 1975; Livingstone and Hubel, 1987) to monocular LGN layers could provide a descending control signal indicating whether stimuli are binocularly fused and regulating the strength of the inhibitory
network (Lehky, 1988; Lehky and Blake, 1991). The importance of feedback from V1 in controlling the observed LGN activity cannot be overstressed. With our current temporal resolution, it is not possible to determine whether the LGN is controlling V1 activity or merely inherits the binocular resolution that might take place in a higher cortical area. Another possibility is that the TRN exerts additional control in modulating thalamocortical transmission through inhibitory connections to LGN neurons. It should be noted that these possibilities are not mutually exclusive. Taken together, based on its anatomy and the organization of its retinal and cortical feedback input, the LGN appears to be in an ideal position to play an important functional role in binocular rivalry, as suggested by our findings.

We conclude from our studies that the LGN appears to be the first stage in the processing of visual information at which neural correlates of visual awareness during binocular rivalry can be found. Our findings further suggest the need to revise the traditional view of the LGN as a mere gateway to the visual cortex. The LGN may, in fact, serve among a network of widely distributed cortical and subcortical brain systems as an early gatekeeper of visual awareness.

Conclusions

The studies reviewed in this chapter shed light on the retinotopic organization, basic response properties, and functional roles in perception and cognition of the human LGN. The LGN has been traditionally viewed as a relay nucleus, which conveys neural signals faithfully from the retina to primary visual cortex. Our studies have begun to cast doubt on this notion by demonstrating modulation of neural responses by cognitive operations such as selective attention and by perceptual content related to binocular rivalry. For example, the attentional response modulation in the LGN was on the order of that observed in extrastriate cortical areas, which have thus far been assumed to be the major sites of response modulation. We conclude from our studies thus far that the LGN plays an important role as an early gatekeeper in controlling attentional response gain and visual awareness. Neuroimaging of the human thalamus provides an important opportunity to revisit some of the classical notions on thalamic function that were derived mainly from studies in anesthetized animals and to ultimately define the functional role of thalamic nuclei such as the LGN in cognition and perception.
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